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Abstract
Based on the homotopy analysis method (HAM), the high accuracy frequency response curve
and the stable/unstable periodic solutions of the Van der Pol-Duffing forced oscillator with the
variation of the forced frequency are obtained and studied. The stability of the periodic solutions
obtained is analyzed by use of Floquet theory. Furthermore, the results are validated in the light
of spectral analysis and bifurcation theory.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Basically, all the problems encountered in all areas of sci-
ences and engineering are nonlinear from the outset. Non-
linear equations are always used to describe complex systems
and nonlinear phenomena. Therefore, how to solve these
equations has become an important and tough problem,
because their solutions are valuable for the understanding of
nonlinear interaction and behaviors of complex system. Fre-
quently, analytical and numerical methods are used to
investigate nonlinear problems. In general, it is often more
costly to get an analytic approximation than a numerical one
to a given nonlinear problem [1].

In this paper, we consider the Van der Pol-Duffing forced
oscillator governed by the equation

x x x x x F t¨ 1 cos , 12
0
2 3( ) ˙ ( ) ( )m a- - + W + = W

which was first explored and reported by Ueda [2]. In
equation (1), x denotes displacement from the equilibrium
position, the dot denotes the derivative of x with respect to t,

0m > is the damping parameter, Ω and F are the frequency
and amplitude of the external force, respectively, and 0W and
α are constants.

Obviously, when 0,m = equation (1) becomes the
Duffing equation. The Duffing equation was investigated by
the German inventor and engineer Georg Duffing when he
was working on vibrations. He examined the effects of
quadratic and cubic stiffness nonlinearities, and completed his

134 page monograph with the title ‘Forced oscillations with
variable natural frequency and their technical significance’
[3]. Conversely, when 0,a = equation (1) is the Van der Pol
equation. The Van der Pol oscillator was originally proposed
by the Dutch electrical engineer and physicist Balthasar van
der Pol while he was studying electrical circuits. The Van der
Pol equation has a long history of being used in both the
physical and biological sciences [4, 5]. A number of analy-
tical and numerical methods have been used to investigate
both of them [6]. Thus, equation (1) is essentially equivalent
to a combination of Van der Pol and Duffing oscillators and
has widespread applications in the modelling of nonlinear
oscillation processes. For example, equation (1) is used to
model optical bistability in a dispersive medium, in which the
refractive index is dependent on the optical intensity [7].
Besides, Ghorbanian et al propose a novel phenomenological
model of the EEG signal based on the dynamics of a coupled
Van der Pol–Duffing oscillator network, and some interesting
phenomena has been observed [8]. Murali and Lakshmanan
investigate the phenomena of chaos synchronization and
efficient signal transmission in a physically interesting model
named the Van der Pol-Duffing oscillator [9]. Moreover, the
system (1) was considered from a mathematical point-of-view
by the authors in reference [10], and the study was confined to
the region of driving frequency which is close to and below
the principal resonance (principal resonance occurs when Ω is
close to the frequency of the limit cycle of the unforced
system of equation (1) with F = 0). It is worth mentioning
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that in 1994 the occurrence of chaotic motion in the forced
Van der Pol–Duffing oscillator in close neighbourhood of the
principal resonance was considered and interpreted in con-
nection with subcritical Neimark bifurcation by Szempliriska-
Stupnicka and Rudowski [11]. In 1997, Venkatesan and
Lakshmanan showed that the double-well Van der Pol–
Duffing oscillator with the parameter choice ∣ ∣a b= exhib-
ited a rich variety of attractors of periodic, quasiperiodic, and
chaotic types by numerical studies [12]. In 2011, Chudzik
et al discussed the mechanism leading to the multistability in
the externally excited Van der Pol–Duffing oscillator [13],
etc. The rich nonlinear properties including limit cycle, quasi-
periodic motion, bifurcation routes, chaotic dynamics and
jump phenomena are also given in [14–16].

Due to considering the periodic solution, the transfor-
mation

t u x t, , 2( ) ( ) ( )t t= W =

is introduced. Then, equation (1) becomes

u u u u u F¨ 1 cos . 32 2
0
2 3( ) ˙ ( )m a tW - W - + W + =

The purpose of this paper is to obtain the high accuracy
approximate stable/unstable periodic solutions of
equation (1) analytically. Then, the stability of the periodic
solutions obtained with specific sets of parameters are ana-
lyzed by use of Floquet theory. The results agree with those of
spectral analysis and bifurcation theory.

2. Homotopy analysis method

In this section, an analytic approximate method named the
homotopy analysis method (HAM) [17, 18] is employed to
obtain the stable/unstable periodic solutions of equation (3).
This approach has been widely used in solving a variety of
nonlinear systems [19–28]. Here, we only outline the main
procedures.

Note that equation (3) could represent a periodic motion
with period of 2 .p Therefore u ( )t can be expressed by a set of
base functions such as

m m mcos , sin 0, 1, 2, 3 ,... . 4{ ( ) ( )∣ } ( )t t =

That is

u m mcos sin , 5
m

m m
0
( )( ) ( ) ( ) ( )åt a t b t= +

=

¥

where ,m ma b are constant coefficients.
The HAM provides us great freedom in choosing aux-

iliary linear operators and initial guess solutions [18]. Based
on the type of the governing equation and the solution
expression (5), the auxiliary linear operator is chosen as

f
f

f . 6
2

2
( )

t
=

¶
¶

+

Note that the operator  has the property

C Ccos sin 0, 71 2( ) ( ) t t+ =

for any constant coefficients C1 and C2.
Considering the rule of solution expression (5) and the

property of , the initial guess solution can be chosen as

u a bsin cos , 80 0 0( ) ( )t t t= +

where a0 and b0 are unknowns to be determined.
According to equation (3), a nonlinear operator is defined

as

f f f f f f F¨ 1 cos . 92 2
0
2 3( ) ˙ ( ) m a t= W - W - + W + -

The so-called zeroth-order deformation equation is con-
structed as

q q u q c q1 ; ; , 100 0[ ]( ) ( ) ( ) [ ( )] ( ) t t t- F - = F

where c0 is the non-zero convergence-control parameter and q
is an embedding parameter.

When q = 0, equation (10) has the solution

u; 0 . 110( ) ( ) ( )t tF =

When q = 1, equation (10) is the same as equation (3),
provided

u; 1 . 12( ) ( ) ( )t tF =

Thus, as the embedding parameter q increases from 0 to 1, the
solution q;( )tF of the zeroth-order deformation equation
deforms from the initial guess u0 ( )t to the exact solu-
tion u .( )t

From Taylor’s theorem, q;( )tF is expanded as a power
series in q as follows

q u u q; , 13
n

n
n

0
1

( ) ( ) ( ) ( )åt t tF = +
=

¥

where

u
n

q

q

1 ;
. 14n

n

n
q 0

( )
!

( ) ( )t
t

=
¶ F

¶ =

Assume the value of c0 is properly chosen so that
equation (13) is convergent at q = 1. Then, due to
equation (12), one has

u u u , 15
n

n0
1

( ) ( ) ( ) ( )åt t t= +
=

¥

For simplicity, the vector is defined as

u u u uu , , , , . 16k k0 1 2{ } ( )= ¼

Differentiating the zeroth-order deformation equation (10) m
times with respect to q, then dividing by m! and finally setting
q = 0, the so-called mth-order deformation equation is
obtained as

u u c R , 17m m m m1 0[ ]( ) ( ) ( ) ( ) t c t t- =-

2
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where

R
m

q

q

u u

u u u u

u u u F

1

1

;

¨

1 cos ,

18

m

m

m
q

m m

i

m

i
j

m i

j m i j m

i

m

i
j

m i

j m i j m

1

1
0

2
1 1

0

1

0

1

1 0
2

1

0

1

0

1

1 ( )

( )!
[ ( )]

˙

˙

( )



å å

å å

t

m

m

a c t

=
-

¶ F
¶

= W - W

+ W + W

+ - -

-

-
=

- -

=

-

=

- -

- - - -

=

-

=

- -

- - -

and

m
m

0, 1,
1, 1.

19m ( )
⎧⎨⎩

c =
>

For the mth-order deformation equation (17), the term on
the right hand side Rm is given. Considering the rule of the
solution expression (5) and the definition of the operator ,
i.e. equation (6), the Rm also can be expressed by

R a b a i

b j

sin cos sin

sin , 20

m m m
i
i

M

m i

j
j

M

m j

,1 ,1
0
1

,

0
1

,

( )

( ) ( )

å

å

t t t

t

= + +

+

=
¹

=
¹

where, a ,m i, bm j, i j M, 0, 1, 2, ,( )= ¼ are constant coeffi-
cients, and M is the number of items. According to the
property (7), if a 0m,1 ¹ and b 0,m,1 ¹ then um ( )t contains
the so-called secular terms cos( )t t and sin ,( )t t which are
not periodic. This kind of secular terms must be avoided.
Therefore,

a b0, 0, 21m m,1 ,1 ( )= =

are enforced. For the present problem, when m = 1, it is
found that a0 and b0 satisfy the subsequent system of
nonlinear equations

a a b a b

a b b

F a a b

a b a b b

3

4

1

4
3

4

1

4
0

1

4
3

4

1

4

3

4
0

22

0
2 2

0 0
3

0 0
2

0

0 0
2

0
3

0 0
3

0
2 2

0

0
2

0 0 0
2

0
3

( )

( )
( )

⎧

⎨

⎪⎪⎪⎪

⎩

⎪⎪⎪⎪

a m m

a m

m m

a m a

W - W + + W - W

+ - W =

- - W + W + W - W

+ + W + =

So, a0 and b0 can be determined by solving the system of
equations (22), that is, u0 ( )t is now known. Similarly,
u u, ,1 2( ) ( )t t ¼ can be obtained sequentially. At this point,
the solution of the mth-order deformation equation (17) is

obtained as

u u a b a i

b j

sin cos sin

sin ,

23

m m m m m
i
i

M

m i

j
j

M

m j

1 ,1 ,1
0
1

,

0
1

,

¯ ¯ ¯ ( )

¯ ( )
( )

å

å

c t t t

t

= + + +

+

-
=
¹

=
¹

where

a
a

i
i M

1
, 0, 2, 3, , , 24m i

m i
,

,
2

¯ ( ) ( )=
-

= ¼

b
b

j
j M

1
, 0, 2, 3, , . 25m j

m j
,

,

2
¯ ( ) ( )=

-
= ¼

However, the two unknowns am,1¯ and bm,1¯ can be obtained by
the two additional equations (21) from the m 1+ th-order
deformation equation, and they are always governed by a
series of linear equations (m 1 ). Obviously, using a
symbolic algebra system such as Mathematica 9.0,
a b u i j M m M, , , 0, 2, 3, , ; 0, 1, 2, ,m i m j m, ,¯ ¯ ( )= = ¼ = ¼
can be obtained successively.

Eventually, we obtain the results at the Kth-order
approximation as

U u , 26K
m

K

m
1

( ) ( ) ( )åt t»
=

and A = max x t t T, 0,{∣ ( )∣ [ ]}Î is defined to analyze the
amplitude response.

In order to choose a proper value of c0, the squared
residual error is defined

c U d . 27K K0
0

2 2( )[ ]( ) ( ) ( ) ò t t=
p

For the sake of computational efficiency, the squared residual
error cK 0( ) is calculated numerically, i.e.

c E c
N

U
1

1
, 28K K

k

N

K k0 0
0

2( )[ ]( ) ( ) ( ) ∣ ( ) å t» =
+

t t
=

= D

where N2t pD = and N is an integer. N = 50 is set in this
paper. Note that E cK 0( ) depends on the convergence-control
parameter c0. Obviously, the smaller the value of E cK 0( ) for
given K, the better the approximation. At the given order of
approximation K, the optimal approximation is defined by the
minimum of E cK 0( )* with the corresponding optimal conv-
ergence-control parameter c .0*

3. Results and discussion

Without loss of generality, a set of parameters

F
1

10
, 1, 20m a= W = = = W = is considered. From

equation (22), three families of solutions are obtained, as
shown in table 1. To illustrate the convergence of the HAM
series solutions, take Solution C
a b0.142962, 2.144430 0( )= = for example. As shown in
figure 1, as the order of the approximation increases, the
discrete squared residual E cK 0( ) decreases in the region

3
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R c c1.5 0.5 .c 0 0{ ∣ } = - When
dE

c
0,5

0
= the opti-

mal convergence-control parameter c0 is chosen as

c
11

10
.0 = - Similarly, the optimal convergence-control para-

meters c0 of Solution A and Solution B can be properly

chosen as c 10 = - and c
9

10
,0 = - respectively. It is found

that, as the order of the approximation increases, the discrete
squared residuals of all these homotopy-series decrease
monotonously. All HAM series solutions are expanded to the
20th order with residual error less than 5 10 ,29´ - as shown
in table 2. Also, the three families of analytic approximations
of u(t) compared with numerical results based on a fourth-
order Runge Kutta method are plotted in figure 2. It is worth
noting that the numerical results obtained by the fourth-order
Runge Kutta method only agree closely with the series for
Solution C. This means that, using HAM, we can obtain
analytically the other two sets of periodic solutions which
cannot be found by numerical methods.

To study the above interesting phenomenon, the stability
of the periodic solutions is summarized in the context of
Floquet theory, and the details of stability analysis are stated
in the appendix. The criterion for stability is the maximum

modulus of the calculated eigenvalues ,1 2l l of the periodic
solutions. If i1 1, 2 ,i∣ ∣ ( )l < = the periodic solution is
stable, otherwise it is unstable. As shown in table 3, in the

case of F
1

10
, 1, 2,0m a= W = = = W = both eigenvalues

of the periodic solution C are less than 1, but at least one
eigenvalue of the periodic Solutions A

2.74895, 0.3028321 2( )l l= = and Solution B
1.159351 2( )l l= = is greater than 1. Thus according to the

Floquet theory, we can draw the conclusion that Solution C is
stable and the other two are unstable with this set of para-
meters. This is the reason why we cannot obtain the numerical
results which can agree with Solution A and Solution B.

Based on the HAM series solutions, the high accuracy
frequency-response curve is shown in figure 3. In figure 3, we
can see that there are multiple solutions when
1.647 2.62, W and there is only one solution when
0.7 1.647 W < and 2.62 4.< W Through analyzing the
residual errors (28) and frequency spectrums based on the fast
Fourier transform (FFT) point by point, and using the stability
analysis, we reach the conclusion that branch b–c–d (branch
b–c–d is composed of two different branches b−c and c−d,
and b−c does not belong to the multiple solutions domain
1.647 2.62 W ) of the harmonic solution and is periodic
and stable; branch d–e–f is periodic but unstable (branch d–e–
f is composed of two different branches d−e and e−f; they all
belong to the multiple solutions domain 1.647 2.35 W ).
The remaining branches a−b and f–g–h (branch f–g–h is
composed of two different branches f−g and g−h, and branch
f−g belongs to the multiple solutions domain
1.647 2.62 W ) give strong indications that one may
expect almost-periodic or chaotic solutions to occur in the
domain. In other words, the two branches a−b and f–g–h are
so unstable that the periodic solutions may transit into almost-
periodic or chaotic solutions with a very small initial pertur-
bation. This result agrees with the analytic conclusions
obtained by the use of topological methods [29]. For example,
in the case of 1.37,3W = one of the two characteristic fre-
quencies is the forcing frequency

0.2179 2 1.36911 ,( )pW ´ = and the other is approximately
equal to 3 0.6531 2 4.10355 ,( )pW ´ = as shown in the
schematic spectrum diagram figure 4. However, in the case of

1.36,W = which is a little smaller than ,3W in addition to the
forced frequency 0.21633 2 1.35924( )pW ´ = is found, the
rest of the frequencies are so complex that we cannot even
discover the inherent relations among them, as shown in
figure 5. It is important to note that the above spectral ana-
lyses are based on the numerical simulations obtained by the
fourth-order Runge Kutta method in the time domain
t 99900, 100000 ,[ ]Î which guarantees that the steady cal-
culations are chosen. It illustrates that the HAM series solu-
tion is stable in the case of 1.373W = and is unstable in the
case of 1.36.W = Based on the Floquet theory,

0.9974741 2l l= = ( 1.373W = ) and 1.000771 2l l= =
( 1.36W = ) are obtained, respectively, which agrees well with
the conclusion above. The same conclusion was reached
based on bifurcation theory. That is, in the region of

Table 1. The solutions of system in the case of
1

10
m = , F 1, 2.0 aW = = = W =

Solutions of system a0 b0

Solution A −0.120169 -1.80254
Solution B −0.0227929 -0.341894
Solution C 0.142962 2.14443

Figure 1. The discrete squared residual E cK 0( ) of Solution C in the

case of F
1

10
, 1, 2.0m a= W = = = W = Dashed line: first-order

approx.; dash-dot line: third-order approx.; solid line: fifth-order
approx.

4
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1.37 2.35, W there exist stable periodic solutions in the

case of F
1

10
, 1,0m a= W = = = as shown in figure 6.

4. Concluding remarks

The stability of the periodic HAM series solutions of the Van
der Pol-Duffing forced oscillator is studied in this paper.
Some conclusions can be drawn as follows.

Table 2. The discrete square residual E cK 0( ) of the three families of solutions in the case of F
1

10
, 1, 2.0m a= W = = = W =

Solution A Solution B Solution C

K E c 1K 0( )= - E c
9

10
K 0⎜ ⎟⎛

⎝
⎞
⎠= - E c

11

10
K 0⎜ ⎟⎛

⎝
⎞
⎠= -

1 1.41912 10 2´ - 3.60553 10 8´ - 1.25086 10 1´ -

5 8.89597 10 10´ - 6.64199 10 19´ - 2.20587 10 7´ -

10 7.05235 10 19´ - 3.47279 10 30´ - 1.43247 10 14´ -

15 6.52819 10 28´ - 2.37431 10 41´ - 7.81488 10 22´ -

20 6.65395 10 37´ - 2.89802 10 52´ - 3.93288 10 29´ -

Figure 2. The system of solutions in the case of

F
1

10
, 1, 20m a= W = = = W = . Dash-dot line: Solution A

approx. (c 10 = - ); dash-dot-dot line: Solution B approx.

c
9

10
0( )= - ; solid line: Solution C approx. c

11

10
0( )= - ; filled

circle: numerical results.

Table 3. The eigenvalues in the case of

F
1

10
, 1, 20m a= W = = = W = by use of Floquet theory.

1∣ ∣l 2∣ ∣l

Solution A 2.74895 0.302832
Solution B 1.15935 1.15935
Solution C 0.82505 0.82505

Figure 3. The frequency-response curve in the case

of F
1

10
, 10m a= W = = = .

Figure 4. The frequency spectrum in the case

of F f
1

10
, 1,

137

100 2
0.2180420 ⎜ ⎟⎛

⎝
⎞
⎠m a

p
= W = = = W = =

W
= .
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(1) The stable/unstable periodic series solutions of the
Van der Pol–Duffing forced oscillator are obtained by the
HAM, but numerical methods such as the fourth-order Runge
Kutta are invalid for the unstable periodic solutions. The
stability of the periodic solutions obtained is analyzed in the
context of Floquet theory.

(2) Meanwhile, spectral analysis and bifurcation theory
also support the above analyses.

(3) Two branches of the frequency-response curve of the
Van der Pol–Duffing forced oscillator are unstable, which is

different from the general conclusion that only one branch of
the frequency-response curve of the Duffing forced oscillator
is unstable with the same parameters. As such, the jump
phenomena can be observed from the Duffing forced oscil-
lator, however, it cannot be observed from the Van der Pol–
Duffing forced oscillator.

In short, from what we understand, this paper pointed out
three innovative points: first, the unstable periodic solutions
of the Van der Pol–Duffing forced oscillator can be obtained
analytically using HAM, but numerical methods such as the
fourth-order Runge Kutta cannot; second, the stability of the
periodic solutions obtained is analyzed in the light of Floquet
theory; third, the jump phenomena cannot be observed from
the Van der Pol–Duffing forced oscillator based on a set of
parameters, which is different from the Duffing forced
oscillator.

Appendix: stability analysis

To ascertain the stability of the periodic solution, Floquet
theory is applied. Considering the infinitesimal disturbance

t( ) , the periodic solution is in the form

x t x t t 29¯ ( ) ( ) ( ) ( )= +

Substituting x t¯ ( ) into equation (1) and keeping only linear
terms of t( ) , it follows that

x xx x¨ 1 2 3 0 302
0
2 2( )( ) ˙ ˙ ( )  m m a- - + + W + =

which is a linear ordinary differential equation with periodic
coefficients. Due to

x t T x t 31( ) ( ) ( )+ =

equation (30) is periodic with period T . There exist two
linearly independent solutions t tand1 2( ) ( )  , and the funda-
mental matrix solution of equation (30) is given by

t
t t
t t

321 2

1 2
( ) ( ) ( )

˙ ( ) ˙ ( ) ( )
⎛
⎝⎜

⎞
⎠⎟

 
 

F =

which satisfies

t T C t 33( ) ( ) ( )F + = F

where C is a monodromy matrix associated with the
fundamental matrix solution t( )F .

Introducing t
t t

t t
1 2

1 2

( )
( ) ( )

˙ ( ) ˙ ( )

⎛
⎝⎜

⎞
⎠⎟

x x

x x
Y = , there exists

t P t 34( ) · ( ) ( )F = Y

where P is a constant non-singular matrix. Substituting
equation (34) into equation (33), we get

t T P CP t B t 351( ) ( ) ( ) ( )Y + = Y = Y-

where B is a diagonal matrix of the form

B B C
0

0
and and1

2

⎛
⎝⎜

⎞
⎠⎟

l
l

= are similar matrices. Thus,

t T t t T t, 361 1 1 2 2 2( ) ( ) ( ) ( ) ( )x l x x l x+ = + =

Figure 5. The frequency spectrum in the case of
1

10
m = ,

F 10 aW = = = , f
136

100 2
0.216451⎜ ⎟⎛

⎝
⎞
⎠p

W = =
W

= .

Figure 6. The bifurcation diagram in the case of
1

10
m = , F 10 aW = = = .
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It follows from equation (36) that

t nT t t nT t, 37n n
1 1 1 2 2 2( ) ( ) ( ) ( ) ( )x l x x l x+ = + =

where n is an integer. Consequently, as time evolves
n( ) ¥

if
if

0, 1,
, 1.

38i
i

i

∣ ∣
∣ ∣

( )
⎧⎨⎩x

l
l


<

¥ >

and the disturbance t( ) becomes unbounded with time if the
modulus of any eigenvalue is larger than 1.
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